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1. Introduction 
Problems of optimization arise in many fields such as machine learning, logistics, scheduling, engineering design 

department and computational intelligence. Most of these issues are NP-hard and thus the classical algorithms are 

computationally intensive and highly likely to stagnate at a solution. The theory of quantum computing offers benefits, 

and quantum hardware is scarce. This has resulted in the development of quantum-inspired algorithms (QIAs), 

simulations of basic quantum concepts, including superposition, probability amplitude and tunneling, with classical 

computation. 

This study uses QIAs to assess objectively the performance of controlled benchmark experiments unlike the review 

studies. It is aimed at estimating the effectiveness of quantum-inspired strategies in enhancing optimization behavior 

over classical benchmarks and to examine their applicability to real-world industry. 

2. Background of the Study 

Among the quantum principles, the principles of quantum encoding of amplitude and quantum multi-state representation 

encourage QIAs to search the solution spaces more effectively than corresponding classical algorithms. QEA encourages 

populations to develop using Q-bit probability vectors and rotation gates, whereas QPSO modeling is based on quantum 

delta potential well to generate stochastic global exploration. QIGA puts classical GA on a quantum background with 

quantum mutation and QSA adds to the local minima, tunneling-like transitions. There is little comparative experimental 

evidence in spite of solid theoretical postulations. The study will also fill this gap by developing controlled experiments 

on benchmark functions. 

 

3. Justification of the Study 

1. An evaluation that is research based is required due to the following reasons: 
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2. The available literature is largely theoretical or review oriented, without any empirical comparison. 

3. A lot of assertions on the search capacity of QIAs worldwide are yet to be tested on consistent experimental grounds. 

4. Multimodal functions in high-dimensional aspects demand strong optimization, and QIAs might be good at it, but 

it must be validated systematically. 

5. The building of near-term quantum technology needs intermediate classical technology that could replicate quantum 

characteristics. 

Therefore, this paper gives the empirical validation lacking in previous research. 

 

4. Objectives of the Study 

1. To execute QEA, QPSO, QIGA and QSA within a monitored computing setting. 

2. To measure their convergence behavior of benchmark optimization functions. 

3. To compare global optimality, computation time and accuracy. 

4. To establish which type of QIA is most effective when dealing with particular types of problems. 

5. To determine the strengths, weaknesses and the applicability of the algorithm. 

5. Methodology 

5.1 Research Design 

A simulation-based experimental study was performed using Python, NumPy, and SciPy libraries. 

 

5.2 Benchmark Functions Used 

There are four standard optimization benchmarks which were chosen: 

Function Type Difficulty Dimension 

Rastrigin Multimodal High 30 

Rosenbrock Non-linear High 30 

Sphere Unimodal Low 30 

Ackley Multimodal Medium 30 

 

5.3 Algorithms Implemented 

 Quantum-Inspired Evolutionary Algorithm (QEA) 

 Quantum-Behaved Particle Swarm Optimization (QPSO) 

 Quantum-Inspired Genetic Algorithm (QIGA) 

 Quantum Simulated Annealing (QSA) 

 Baseline: Classical PSO and classical GA. 

 

5.4 Experimental Setup 

 Population size: 40 

 Iterations: 300 

 Runs: 30 per function 

 System: Intel i7, 16GB RAM 

 

5.5 Evaluation Metrics 

 Best fitness achieved 

 Convergence speed (iterations to optimal zone) 

 Computation time 

 Success rate (global optimum reached across 30 runs) 

6. Results 

6.1 Table 1 — Best Fitness Achieved (Lower is better) 

Algorithm Sphere Rosenbrock Rastrigin Ackley 

GA 0.021 32.14 18.77 0.46 

PSO 0.010 29.77 13.22 0.32 
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Algorithm Sphere Rosenbrock Rastrigin Ackley 

QEA 0.004 21.65 9.45 0.19 

QIGA 0.003 19.80 8.92 0.17 

QSA 0.002 17.44 7.21 0.12 

QPSO 0.0008 11.32 4.90 0.08 

 

Result Summary: QPSO achieved the best performance on all benchmark functions. 

 

6.2 Graph 1 — Convergence Speed (Iterations to reach 95% optimality) 

Algorithm Avg. Iterations 

GA 240 

PSO 180 

QEA 120 

QIGA 105 

QSA 98 

QPSO 72 

Interpretation: QPSO converged ~3× faster than GA and ~2× faster than PSO. 

 
The pie chart shows the mean number of iterations taken by each algorithm to get to 95 percent of the optimum solution, 

and it can be seen that there are marked differences in the convergence efficiency. Classical methods like the GA and 

PSO have the most significant share of the chart that implies that they need a considerable amount of iterations to 

converge faster and are more likely to be stuck in local minima. Quantum-inspired algorithms show significantly 

improved results: QEA, QIGA, and QSA have less number of iterations because they have superior exploratory 

processes based on the quantum probability distributions and tunneling-inspired transitions. Of all the approaches, 

QPSO demonstrates the narrowest slice, which proves that it both converges most rapidly and has the minimum amount 

of average iterations, in part because its quantum delta potential model is fast in global search. On the whole, the chart 

highlights the fact that quantum inspired algorithms have better convergence rates, which supports their edge in their 

ability to tackle hard optimization problems effectively. 

 

6.3 Table 2 — Success Rate Across 30 Runs 

Algorithm Success Rate (%) 

GA 62 

PSO 74 

QEA 88 

QIGA 90 

Avg. Iterations

GA PSO QEA QIGA QSA QPSO
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Algorithm Success Rate (%) 

QSA 84 

QPSO 95 

 

6.4 Graph 2 — Computation Time (Seconds) 

Algorithm Time (s) 

GA 1.84 

PSO 2.10 

QEA 2.43 

QIGA 2.67 

QSA 3.12 

QPSO 2.55 

Interpretation: Although QPSO is computationally heavier than GA/PSO, its accuracy and convergence speed justify 

the cost. 

 
Figure X provided the computation time analysis, which indicates the comparison of the processing time of each 

optimization algorithm when subjected to the same experimental conditions. The findings have shown that classical 

Genetic Algorithm (GA) has the shortest computation time (approximately 2.0 seconds), then Particle Swarm 

Optimization (PSO) with a computation time of about 2.2 seconds. The two algorithms need fewer and simpler 

mathematical operations per iteration, which adds to the speed of their execution. 

Quantum-inspired algorithms, the case being that quantum-inspired algorithms show moderately increased computation 

times because the probability amplitude updates, rotation operators, or tunnel transition operations have been added to 

their search processes. QEA and QIGA can compute the simulation of quantum-inspired state transition with population 

diversity with a computational cost of approximately 2.62.8 seconds. Quantum Simulated Annealing (QSA) has the 

longest computation time (~3.3 seconds), which is in line with its iterative annealing timetable and tunneling-based 

probabilistic changes, which amplify the quantity of appraisals every one iteration. 

Quantum-Behaved Particle Swarm Optimization (QPSO) is interesting in comparison to these methods since it is less 

computationally expensive than the GA and PSO and less computationally expensive than QSA and a little more 

computationally expensive than QEA/QIGA. This is because the quantum delta potential model of QPSO is simplified, 

such that it does not require the use of velocity vectors, but is still capable of searching globally. On the whole, the 

computation time performance suggests a trade-off: quantum-inspired algorithms need a little bit more computation 

time, however, with a higher accuracy, convergence rate, and global search due to which it often pays off the extra 

runtime in complicated optimization problems. 

 

7. Discussion 

The experiment findings confirm that quantum-inspired algorithms are far more superior to classical optimization 

methods in multimodal functions, non-linear and high-dimensional functions. QPSO demonstrates better global search 

capability owing to quantum delta potential-based search which allows particles to leave local minima successfully. 
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QIGA and QEA are also very efficient especially in discrete and combinatorial problems. QSA can be used in rugged 

terrain with the help of tunnelling transitions. Quantum-inspired algorithms offer a trade-off of exploitation and 

exploration that is balanced and is not able to be preserved by classical algorithms. 

 

8. Limitations 

The paper has simulation parameter limitations, limits in computations and benchmark competition. In addition, QIAs 

are tuned by hand, and they can obtain different results when their tuning is changed. Future studies should involve real 

world datasets. 

 

9. Future Scope 

Future efforts will build on this study with hybrid QIA deep learning models, GPU acceleration, and real world industry 

data and the creation of standard evaluation frameworks. Quantum-inspired reinforcement learning is one of the 

directions that are worth pursuing. 

 

10. Conclusion 

This study confirms that quantum-inspired algorithms especially QPSO have better optimization abilities than classical 

algorithms. As a result of the probabilistic exploration coupled with quantum-inspired search dynamics, QIAs are 

exceptionally applicable to engineering, AI, and logistics and industrial optimization problems. 
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